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1. INTRODUCTION

Titanium oxide is crystallized in three modifica�
tions: rutile, anatase, and brookite. Rutile is the most
widespread and thermodynamically stable crystalline
modification. Rutile also attracts attention, because it
is structurally and chemically similar to stishovite
(SiO2) and a number of other compounds [1]. The
technological importance of rutile stimulated a large
number of theoretical [2–13] and experimental [14–
20] investigations of its electronic properties.

Compound TiO2 is important in view of numerous
technological applications in catalysis [21] and elec�
trochemistry [22], as a pigment for paints and poly�
mers, in dielectric materials of microelectronics, and
in solar elements [23]. Since TiO2 has a large dielectric
constant (ε ≈ 80), it is a promising material for micro�
electronics (the so�called high�k insulator). In partic�
ular, TiO2 is of large interest for potentially using as a
subgate insulator in the next generation of metal–
insulator–semiconductor silicon devices [24–29]. A
high dielectric constant of TiO2 allows an increase in
the thickness of the subgate layer, thus suppressing
unacceptably high tunneling leakage currents, which
are inevitable in further scaling of integrated circuits
[30]. Another important application of TiO2 as a high�
k insulator is its application as an insulator in storage
capacitors of SRAM and DRAM devices [31, 32]. The
use of TiO2 leads to an increase in their information
capacity owing to a decrease in the area of cells of stor�
age capacitors. In addition, TiO2 is considered at

present as a promising material for resistive energy�
independent memory devices [33].

Intrinsic defects in TiO2 can strongly change its
electronic and optical properties. Under usual growth
conditions, oxygen�depleted rutile TiO2 – x is formed.
Consequently, oxygen vacancies and titanium intersti�
tial atoms are dominant intrinsic defects in rutile [34].
However, recent theoretical investigation [35] indi�
cates that the formation of oxygen vacancies is ener�
getically favorable than the introduction of a titanium
atom into an interstitial site. Oxygen vacancies can
form defect centers serving as electron traps and thus
promote charge transfer [26]. High leakage currents
constitute one of significant problems for the intro�
duction of high�k insulators in silicon devices. At
present, the nature (atomic and electronic structures)
of centers responsible for charge transfer in TiO2
remains unclear [30]. Thus, the study of the electronic
structure of rutile, in particular, the determination of
the effective masses of electrons and holes, as well as
the investigation of the capability of oxygen vacancies
to capture charge carriers, i.e., to be involved in con�
duction is an important aim. Oxygen vacancies in
rutile were actively studied both experimentally [36–
40] and theoretically [30, 41–52]. The results
obtained in this work will be compared to the earlier
data.

The aim of this work is to analyze the atomic and
electronic structures of an oxygen vacancy in a rutile
crystal as the most probable intrinsic effect. The ab
initio simulation is performed in the framework of
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density functional theory. Electron–electron Cou�
lomb correlations between the d electrons of titanium
atoms are taken into account in the Hartree–Fock
approximation for the Hubbard model [53–55]. The
simulation results are compared to the experimental
data for rutile and amorphous TiO2. Various charge
states of an oxygen vacancy in rutile are studied and
the localization energies of electrons and holes on the
oxygen vacancy are calculated.

2. SIMULATION METHOD

The simulation is carried out in the Kohn–Sham
density functional theory [56] with the exchange�cor�
relation functional of the generalized gradient approx�
imation in the spin�polarized variant taking into
account the Coulomb interaction between 3d elec�
trons of titanium atoms in the Hubbard model (σ�
GGA + U). The calculations are performed with the
Quantum�ESPRESSO suite [57]. The Bloch func�
tions of electrons in a crystal are sought in the form of
the expansion in plane waves with a cutoff energy of 40
Ry. The potentials of nuclei and core electrons of tita�
nium and oxygen atoms are taken into account in
terms of ultrasoft atomic pseudopotentials [58]. The
calculations are performed with the GGA pseudopo�
tentials in the Perdew–Burke–Erzerhof parameter�
ization [59]. A value of 3.4 eV for the parameter U for
the d electrons of titanium atoms was obtained using
the linear response approximation proposed in [54].
To simulate stoichiometric rutile, as well as oxygen
vacancies in it, we used a supercell of 96 atoms created
by the 2 × 2 × 4 translation of the unit cell of rutile. The
calculations were performed using the uniform 2 × 2 ×
2 grid of k points in the Brillouin zone. To minimize
mechanical stresses in the supercell, the geometry
optimization procedure was performed to minimize
the force acting on an individual ion below 0.01 eV/Å.

It is known that the direct Coulomb single�site
interaction U can significantly affect the depth of
defect states in the band gap, as well as the charge
localization degree. To describe electron correlation
more correctly than it was described in the σ�GGA
calculations, we used the σ�GGA + U method in this
work. A similar approach was used in [52]. According
to the σ�GGA calculations, oxygen vacancies form
shallow electron states near the bottom of the conduc�
tion band [35]. According to the calculations per�
formed in [52] by the σ�GGA + U method, as well as
by the hybrid functional method, oxygen vacancies
form deep defect levels in the band gap.

The crystal structure of TiO2 rutile is described by
the simple Brave tetragonal lattice and has the

P4/2mnm ( ) space symmetry group. The unit cell
of rutile contains two TiO2 formula units. Titanium
atoms are six�fold coordinated with oxygen atoms four
of which are at a distance of 1.945 Å and two are at a
distance of 1.985 Å. The direction of long bonds is

D4h
14

[110]. Oxygen atoms are three�fold coordinated with
titanium atoms.

3. ELECTRONIC STRUCTURE
OF PERFECT RUTILE

First, the simulation of the electronic structure of a
perfect rutile crystal was performed in two calculation
approximations, σ�GGA and σ�GGA + U. According
to these calculations, rutile is a direct�band insulator
with the top of the valence band and the bottom of the
conduction band at the Γ point of the Brillouin zone.
The band gap Eg is 1.9 eV in the σ�GGA calculations
and 2.2 eV in the σ�GGA + U calculations. The exper�
imental Eg values for rutile are in the range of 3.0–3.2
eV [14–17, 60]. The discrepancy between the experi�
mental and calculated values is attributed to the sys�
tematic underestimation of Eg by the density func�
tional methods.

Figure 1 shows the experimental O K, Ti LIII, and Ti
K spectra and X�ray emission and quantum�yield
spectra for rutile (taken from [15]), as well as the cor�
responding calculated partial densities of states given
in one energy scale. The energies are measured from
the top of the valence band. The Ti LIIIspectra exhibit
the transitions from the 4s and 3d states of titanium in
the valence band to the Ti 2p levels. The Ti K spectra
exhibit the transitions from the Ti 3p states to the Ti 2s
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Fig. 1. (Solid lines) Experimental emission and quantum
yield spectra (a) O K, (b) Ti K, and (c) Ti LIII of rutile in
comparison with the respective spectra of (a) O 2p, (b) Ti
3p, and (c) Ti 3d partial densities of states obtained in the
(dashed lines) σ�GGA and (dotted lines) σ�GGA + U cal�
culations. The calculated spectra are broadened with the
Lorentz function with an FWHM of 0.7 eV.
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level. The O K emission spectra are observed when
electrons transit from the O 2p levels to the O 1s levels.
To the energy dependence of the transition matrix ele�
ments, the X�ray emission spectra, as well as the quan�
tum�yield spectra, reflect the partial densities of states.
Since the calculated spectra of the partial densities of
states of Ti 4s make a negligibly small contribution to
the formation of the valence band as compared to the
Ti 3d spectra, the experimental Ti LIIIspectra in Fig. 1
are compared only to the calculated Ti 3d spectra.

The spectra of the valence band of rutile obtained
in both calculation approximations are almost the
same, whereas there are noticeable discrepancies for
the states of the conduction band. In addition, the
positions and number of peaks in the calculated and
experimental spectra are in satisfactory qualitative
agreement. Agreement between the calculated Ti 3p
spectra and Ti K emission spectrum is observed only
for the upper valence band and conduction band. The
calculated peaks in the Ti 3p spectra in the lower

valence band are higher than the respective experi�
mental peaks. A similar discrepancy with the experi�
mental data was observed in SiO2 and Si3N4 [61], as
well as in Al2O3 [62]. The calculated spectrum of the
partial densities of states of Ti 3d does not describe the
upper peak of the valence band in the experimental
Ti LIII spectrum. The upper peak of the valence band
in the experimental Si L spectra in SiO2 and Si3N4 is
due to the 3d orbitals of silicon and nonlocal (two�
center) transitions [61].

Figure 2 shows the experimental ultraviolet photo�
electron spectra [63] and X�ray photoelectron spectra
[64] of the rutile single crystal in comparison with the
respective calculated spectra. The energy is measured
from the top of the valence band. The calculated ultra�
violet and X�ray photoelectron spectra are obtained by
summing the partial densities of states of valence
orbitals with weight factors, which are equal to the
corresponding photoionization cross sections taken
from [65]. Since the calculation models used in this
work provide the identical spectra of the partial densi�
ties of states of the valence band (see Fig. 1), the pho�
toelectron spectra in Fig. 2 are calculated only in the
σ�GGA + U approximation. It is seen that the relative
intensities of the main peaks of the calculated ultravi�
olet and X�ray photoelectron spectra of rutile are in
agreement with the relative intensities of the peaks of
the respective experimental spectra. The main contri�
bution to the calculated ultraviolet photoelectron
spectra (see Fig. 2a) comes from the O 2p orbitals. Two
bands corresponding to photoemission from the O 2s
and Ti 3p states are seen in the X�ray photoelectron
spectra in Fig. 2b. The inconsistency in the positions
of main peaks is likely due to the underestimated cal�
culated widths of the upper and lower valence bands,
which are characteristic of the density�functional cal�
culations. The difference between the widths of the
experimental and respective calculated peaks can also
be caused by the finite lifetime of the hole on the core
levels, which leads to the broadening of the experi�
mental peaks. The inclusion of the processes responsi�
ble for the broadening of the peak (e.g., Auger pro�
cesses) requires a much more complex model.

Thus, agreement between the calculated and
respective experimental spectra indicates that the per�
formed band calculations provide a qualitatively cor�
rect pattern of the electronic structure of rutile.

Table 1 presents the calculated minimum and max�
imum effective masses of electrons  and holes 
in the rutile crystal with the indication of the corre�
sponding directions in the Brillouin zone. The effec�
tive masses were calculated by the quadratic�function
approximation of the calculated dispersion law E(k)
near the top of the valence band and the bottom of the
conduction band using the formula

(1)

me* mh*

mαβ

1– 1

�
2

���� ∂
2E k( )

∂kα∂kβ

��������������.=

1620 12 8 4

I

E, eV
24 0

(a)

(b)

Fig. 2. (Solid lines) Experimental (a) ultraviolet photo�
electron spectrum with an excitation energy of hν = 47 eV
and (b) X�ray photoelectron spectrum with hν = 1486.6 eV
of the valence band of TiO2 rutile in comparison with
(dashed lines) the respective calculated spectra. The calcu�
lated spectra are broadened with the Lorentz function with
an FWHM of 0.7 eV.

Table 1. Calculated minimum and maximum effective masses
of electrons  and holes  in rutile with the indication
of the corresponding directions in the Brillouin zone

Calculation type
Effective mass

/m0 /m0

σ�GGa
0.6 (Γ  Z) 2.6 (Γ  X)

1.2 (Γ  M) 4.8 (Γ  Z)

σ�GGa + U
0.8 (Γ  Z) 2.0 (Γ  X, M)

12 (Γ  M) 3.4 (Γ  Z)
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There are both heavy electrons (in the Γ  M
direction) and light electrons (in the Γ  Z direc�
tion) in rutile. The effective electron mass in the rutile
crystal obtained from the experimental data has a wide
spread of the values:  = 0.5m0 [66],  = 3m0 [67],

and  = 8.4m0 [16] (where m0 is the free�electron
mass). The experimental effective masses of holes in
TiO2 are not reported. According to the calculations,

holes in the rutile crystal are heavy,  ≥ 2.0m0. It is
seen that the σ�GGA + U calculations provide larger
effective electron masses and smaller effective hole
masses. The effective electron mass in the Γ  M
direction increases by an order of magnitude. The
effective hole masses decrease slightly.

4. ELECTRONIC STRUCTURE
OF OXYGEN VACANCIES IN RUTILE

Figure 3a shows the positions of Ti and O atoms in
the (110) plane of the rutile crystal. Figures 3b and 3c
show the equilibrium positions of the same atoms after
the removal of one oxygen atom. It is seen that shifts
caused by the oxygen vacancy change the lengths of
the Ti–O bonds, but do not change the shape of the
local arrangement of the nearest and next�to�nearest
atoms. The removal of the oxygen atom induces the
shift of surrounding Ti atoms in the (110) plane in the
direction from the vacancy by 0.28–0.29 Å in the
σ�GGA calculation and by 0.04–0.17 Å in the σ�
GGA + U calculation. The result obtained for relax�
ation in the σ�GGA + U calculation almost coincides
with the results calculated in [35, 51]. The shift of Ti
atoms from the vacancy is explained by the fact that
the removal of the oxygen ion increases the repulsion
between the Ti ions nearest to the vacancy. Such a
relaxation of the positions of Ti atoms effectively
screens the positive charge q of the oxygen vacancy.
The Löwdin population analysis indicates that q =
1.62e on Ti atoms far from the vacancy and q = 1.54e

me* me*

me*

mh*

on three Ti atoms nearest to the vacancy in the
σ�GGA calculation and q = 1.62e and q = 1.55e,
respectively, in the σ�GGA + U calculation. A smaller
change in the charge on the Ti atoms nearest to the
vacancy in the σ�GGA + U calculations explains a
weaker relaxation of the positions of atoms (see
Figs. 3b, 3c).

Figure 4 shows the calculated dispersion spectra
E(k) of the energy bands for perfect rutile, as well as for
rutile with oxygen vacancies. The energy is measured
from the top of the valence band. The presence of the
oxygen vacancy in rutile leads to the appearance of a
defect level in its band gap. This level is occupied by
two electrons. The defect level in the σ�GGA simula�
tion almost coincides with the bottom of the conduc�
tion band (see Fig. 4b), whereas the inclusion of the
Hartree–Fock correction in the GGA calculation
provides the defect level that is at a distance of 0.6 eV
from the bottom of the conduction band (see Fig. 4c).
Analysis of the calculated partial densities of states
indicates that the defect level is almost completely
formed from the 3d states of titanium atoms with the
admixture of the 2p states of oxygen. An almost flat
curve of the dispersion law for the defect level indicates
strong localization in the real space.

Thus, the obtained results imply that the oxygen
vacancy in rutile serves as a deep donor. The existence
of deep levels is in agreement with the experimental
data for rutile [38, 68], according to which oxygen
vacancies form electron�occupied levels in the band
gap about 1 eV below the bottom of the conduction
band. Furthermore, a deep occupied level in the band
gap of rutile, which is due to the presence of oxygen
vacancies, was obtained in theoretical works [50, 52].
The position of the defect level with respect to the top
of the valence band and the bottom of the conduction
band obtained in this work is apparently underesti�
mated in view of the underestimation of the width of
the band gap.
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Fig. 3. Optimized positions of Ti and O atoms in the (110) plane in (a) perfect rutile, as well as in rutile with an oxygen vacancy
calculated in the (b) σ�GGA and (c) σ�GGA + U approximations. The interatomic distances are given in angstroms.
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Figure 5 shows the calculated ultraviolet photo�
electron spectrum of rutile with a periodic intrinsic
effect, which is an oxygen vacancy, in comparison with
the experimental ultraviolet photoelectron spectrum
of the oxygen�depleted TiO2 crystal [63]. The experi�

mental spectrum was obtained on the rutile crystal
irradiated by Ar+ ions with a defect density of 1017–
1018 cm–3. The energy is measured from the top of the
valence band. The calculated ultraviolet photoelec�
tron spectrum exhibits a peak, which is due to the
presence of oxygen vacancies, at 1.6 eV above the top
of the valence band; it is obviously associated with the
2.8�eV experimental peak. This result indicates the
high density of neutral oxygen vacancies in the rutile
crystal irradiated by argon ions.

To analyze the possibility of the capture of an elec�
tron/hole on the oxygen vacancy in rutile, one elec�
tron is added to/removed from the calculated struc�
tures. To ensure the electroneutrality of the system
under the addition of an excess charge in the used cal�
culation model, a uniform background compensating
charge is introduced. The charge localization energy is
estimated as the difference between the electron affin�
ity and ionization energy for defect and perfect cells
[69]:

(2)

It was found that the capture of both an electron
and a hole onto the oxygen vacancy in rutile is energet�
ically profitable. Table 2 presents the calculated local�
ization energies of electrons and holes on the oxygen
vacancy. It is worth noting that the density functional
calculations fundamentally provide the incorrect posi�
tion of the bottom of the conduction band and, corre�
spondingly, tend to underestimate the electron local�
ization degree. An error associated with the erroneous
position of the edges of the bands depends on the type
of the defect and cannot be estimated without a careful
calibration using the experimental data. Thus, accord�
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Fig. 4. Calculated band structures of rutile constructed
along the high�symmetry directions of the Brillouin zone
for (a) perfect rutile, as well as for rutile with the oxygen
vacancy in the (b) σ�GGA and (c) σ�GGA + U approxi�
mations. The dashed line indicates the level of the oxygen
vacancy.
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Fig. 5. (Solid lines) Experimental ultraviolet photoelec�
tron spectrum with hν = 47 eV of rutile bombarded by
argon [63] in comparison with (dashed lines) the calcu�
lated ultraviolet photoelectron spectrum of rutile with an
oxygen vacancy. The calculated spectra are broadened with
the Lorentz function with an FWHM of 0.4 eV.

Table 2. Calculated localization energies of electrons and
holes on an oxygen vacancy in rutile

Calculation
type

Localization energy

Δε
e, eV Δε

h, eV

σ�GGa 0 1.9

σ�GGa + U 0.1 2.3
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ing to the performed calculations, the oxygen vacancy
in rutile can serve as a localization center (trap) for
both an electron and a hole. Therefore, the presence of
oxygen vacancies in rutile can explain a high electric
conductivity of rutile.

5. CONCLUSIONS

The atomic and electronic structures of TiO2 in the
rutile modification, which is a promising insulator,
have been analyzed in detail by the ab initio methods.
The comparative analysis of the results obtained in the
σ�GGA and σ�GGA + U calculations has been per�
formed.

The Coulomb interaction is taken into account in
the static approximation in the Hubbard model to
more correctly describe electron–electron correla�
tions between 3d electrons of the titanium atom.
Agreement between the calculated and respective
experimental data indicates that the used theoretical
model satisfactorily describes the main features of the
X�ray and photoelectron spectra of the valence band.

The σ�GGA + U calculations provide a wider band
gap as compared to the σ�GGA calculations, but it is
yet much narrower than the experimental value. Fur�
thermore, the σ�GGA + U calculations provide
heavier electrons and lighter holes as compared to the
σ�GGA calculations. Both calculation methods indi�
cate the presence of both light (  = (0.6–0.8)m0)

and heavy (  > 1m0) electrons and only heavy holes

(  ≥ 2m0). The electron component of the current in
rutile can prevail over the hole component in view of
the higher mobility of electrons.

The simulation of the electronic structure of an
oxygen vacancy, which is the most widespread intrin�
sic effect in TiO2 rutile, indicates that the Hartree–
Fock correction and the Coulomb interaction U for Ti
3d electrons strongly affect the depth of the defect
states in the band gap. The defect level in the σ�GGA
calculations almost coincides with the bottom of the
conduction band, whereas the σ�GGA + U calcula�
tion provides a deep occupied level at 0.6 eV from the
bottom of the conduction band.

Analysis of the localization of charge carriers on
defects in rutile indicates that the capture of both an
electron and a hole onto the oxygen vacancy is ener�
getically profitable. This means that oxygen vacancies
in rutile can capture both electrons and holes and,
consequently, serve as electron and hole traps, respec�
tively. The inaccuracy of this calculation is in the sys�
tematic underestimation of the band gap by the den�
sity functional methods; as a result, the localization
energy is underestimated. The results imply that high
leakage currents in rutile can be attributed to oxygen
vacancies.
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